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Abgtract -- 3G wireless systems such as 3G-1X, IXEV-DO and 1xXEV-DV provide support for a variety of high-speed data
applications. The success of these services critically relies on the capability to ensure an adequate QoS experience to users
at an affordable price. With wireless bandwidth at a premium, traffic engineering and network planning play a vital rolein
addressing these challenges. We present models and techniques that we have developed for quantifying the QoS per ception
of IXEV-DO users generating FTP or Web browsing sessions. We show how user-level QoS measures may be evaluated by
means of a Processor-Sharing model which explicitly accounts for the throughput gains from multi-user scheduling. The
model provides simple analytical formulas for key performance metrics such as response times, blocking probabilities and
throughput. Analytical models are especially useful for network deployment and in-service tuning purposes due to the
intrinsic difficulties associated with simulation-based optimization approaches. We discuss the application of our resultsin

the context of Ocelot, which isa L ucent tool for wireless network planning and optimization.
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Introduction

The highly anticipated introduction of wireless data services over 3%-generation (3G) wireless networks is
expected to raise new challenges in planning, deployment and operation of these networks. IP packets, the
pervasve mode of data communication in wired networks, is likely to carry over to wireless data networks,
bringing with it unique problems of scheduling packet transmissions under the widdly varying channel conditions
typical of most red environments. Channelaware and traffic-aware scheduling, see e.g. [AKRSVW2000,
BBGPSV2000, BV2001, BW2002, JKKS2002, JPP2000], that exploits the delay tolerance of datais a key source
of performance enhancement for wireless data networks. Higher layers of flow control (hybrid ARQ, TCP/IP),




the presence of fewer users, who have more diverse, bursty and less predictable traffic behavior than voice users,
and the need to support various types of QoS requirements are additiona factors that render the control and
prediction of data performance significantly more complex in these systems. Hence, optimal planning of these
networks is considerably more complex than conventional voice networks, and requires development of novel
techniques. The challenge is particularly acute during application to actual customer networks, which deviate
sgnificantly from the idealized “flat earth, uniform traffic density, and hexagona cell geometry” networks often
used for theoretical analyses.

Planning wir eless networ ks with the Ocelot tool

Ocelot is a predictive optimization tool developed at Bell Labs to enhance the performance of wireless networks.
It originated more than four years ago with 2"-generation (2G) voice-only wireless networks (e.g., 1595, GSM,
and 1S-54/136) as the intended application. Ocelot solves an optimization problem by adjusting various base station
parameters (e.g., antenna azimuth and down-tilt angles, and sector power levels) in order to maximize the
coverage and capacity of the network, subject to user-specified QoS constraints. Ocelot has been successfully
applied during the network design stage, as well as to operationa networks for post-deployment optimization. In
addition to a significant reduction in manua planning, sibstantial gains in performance have aso been obtained

through Ocelot optimization in more than 100 metro markets worldwide.

For 2G systems there is only a single service (voice) whose primary QoS measure is blocking. With the advent of
3G networks, however, the complexity has grown substantially. Now network planning must aso contend with
data services, with their more complex QoS requirements. Over the last two years, several novel features have
been introduced into Ocelot specifically to address data services within 3G systems. Those features specific to
combined voice plus data networks such as 3G-1X and UMTS will be described elsewhere. This article
specifically focuses on the efforts at Bell Labs to enhance Ocelot for 3G data-optimized networks such as 1XEV-
DO [TE]. For application to IXEV-DO, it was necessary to select appropriate traffic models for FTP, Web
browsing, and other common data applications, as well as develop analyticd models to predict scheduler
performance and the QoS for data users. Given the complexity of the goal, severa smplifying assumptions and
approximations are necessary to obtain a tractable formulation, and due care must be exercised to retain the
essential features necessary for realistic modeling of these networks. These aspects are described in detail in the

rest of this paper.

The smplified flow chart below illustrates the salient modules of Ocelot and their inter-relations.
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Figurel. Ocelot optimization flow chart

Observe that the magjor difference between the 2G (Voice) and 3G (Voice plus Data) versions is the addition of
data-specific QoS evaluations in the latter, while the former consists mainly of blocking evaluation based on
standard circuit-switched models. The input data to Ocelot includes terrain and propagation information, base
station locations, traffic dengity proportions within each elementary region of the covered area, in addition to traffic
characteristics and QoS requirements of the different traffic classes served by the network. Ocelot then proceeds
iteratively by adjusting the antenna parameters at the base stations to optimize coverage or capacity for the current
traffic dendity, followed by globa scaling of the traffic (for its network capacity determination) followed by re-
optimization, and so on. At the current stage, this goa has been achieved only in part for the IXEV-DO version of
Ocdlat, in the sense that the tool currently performs the QoS evaluations for fixed traffic densities, and does not
optimize the parameters. Future work will complete the loop, and is expected to provide important insights into the

differences between planning voice and data networks.

Modeling 1XEV-DO traffic and QoS

From the above description of network planning and Ocelat, it is clear that the major additional elements required
for planning 1IXEV-DO networks are traffic and QoS models for 1XEV-DO connections. Mot of the remaining
part of this paper is hence devoted to these topics. It is well-known that, unlike voice, data traffic is very diverse

and complex. Different gpplications may not only have drasticaly different traffic characteristics, but may also



extremely diverse QoS requirements. In order to describe the most fundamental differences, it is convenient to
make a broad distinction between streaming traffic and elastic traffic. Streaming traffic is produced by audio and
video applications for both real-time communication and reproduction of stored sequences (or ‘traces) [3GPP2A].
Elagtic traffic, on the other hand, results from the transfer of digital documents such as Web pages, filesand e-
mails, where the transmission rate is adaptable depending on the levels of congestion in the network.

For streaming traffic, small packet-level delay and low loss are crucia QoS requirements. For dastic traffic, on the
other hand, it is not so much the delay of individua packets that is important, but the total transfer delay of the
document that determines the QoS as perceived by the users. In this paper, we focus on the category of elastic
traffic. A substantial majority of web-browsing and file transfer (FTP) traffic fal in this category, which is
expected to be the dominant mode of data service usage in the near future. In the conlusion section, we will briefly

comment on extensions to handle streaming traffic, which requires distinct modeling and andysis methods.

The analysis presented in this paper specifically models the QoS performance offered to elastic usersin a network
of cells that use the 1IXEV-DO air-interface standard [TE]. The common scheduling mechanism implemented in
the IXEV-DO system is the so-called Proportional Fair agorithm. The actua implementation of this agorithm is
quite complex, but we show that it is possible to accurately capture the essential features of the system using a
modified verson of a standard queuing model known as Processor Sharing. The Processor-Sharing model has a
number of advantageous features including anaytical tractability, computational smplicity and considerable
robustness (almost complete insensitivity) to parameters that describe traffic and channel statistics. For example,
important QoS measures such as blocking probability and throughput depend only on the mean traffic load of each
cell, and not on the finer details of the traffic statistics of individual users. Smilarly, the mean transfer delay
experienced by individual users depends only on their mean service times. These features make the Processor-
Sharing model particularly suitable for use in a network design tool like Ocelot as part of the QoS evaluation
module. We refer to [BKQRW?2002] for further details.

The rest of this paper is organized as follows. We begin with a preliminary explanation of the 1XEV-DO standard
and its detailed features such as the channel reports, scheduling agorith and incremental redundancy. We then
discuss specific traffic models for Web browsing and FTP sessions. Next, we present the Processor-Sharing
model and explain how it models the Proportiona Fair agorithm performance. Thisis followed by a section on the
gpplication to Oceot and a section with numerical results that compare the predictions of the Processor-Sharing

mode with smulations. Findly, we conclude with a discussion of future extensions of this work.



Data Rates (kbps)
38.4 | 76.8 | 1536 307.2 | 614.4 | 307.2 | 614.4 | 1228.8| 921.6 | 1843.2| 1228.8| 2457.6

Code Rate 1/5 1/5 1/5 1/5 1/3 1/3 1/3 1/3 1/3 13 | w3 1/3
Modulation Type QPSK | QPsk | QPsk | Qpsk | Qpsk | Qpsk | Qpsk | QPsk | 8PSk | sPsk [16QAM|16QAM
PN Chips / Bit 32 16 8 4 2 4 2 1 1.33 | 0.67 1 0.5

Encoder Packet

Duration (ms) 26.67 | 13.33 | 6.66 3.33 1.67 6.66 3.33 1.67 3.33 1.67 3.33 1.67

Tablel. 1xEV-DO forward link data rate configurations

1XEV-DO system description

IXEV-DO is part of a Srd-generation ¢cdma2000 family d standards that is derived from Qualcomm’s High Data
rate (HDR) system [TE]. This system is designed to operate in a 1.25 Mhz spectrum. It is bandwidth-compatible
with the 1S-95 and 3G-1X systems and thus can be deployed with the same frequency plan. The air-interface on
the forward link is however significantly different from that of 3G-1X. The system is highly optimized for packet
data and supports delay-tolerant Internet applications such Web browsing, FTP, and email. In contrast to
traditiona CDMA, users are time divison multiplexed with ghort dot durations (1.67 ms), making it possible to
transmit at a peak rate of 2.4 Mbps. Users can be scheduled for transmission in any dot as there is no need for
separate channel setup and tear down. Each dot carries pilot and medium access control bits that indicate the user

identity for that dot. Control signals are aso time division multiplexed with the data traffic.

Fast channel condition feedback in the form of data rate control (DRC) bits on the reverse link is employed to
control the transmission rate to the user in each dot, see Table 2 Variable-rate transmission is achieved through
the use of adaptive coding and modulation schemes. Turbo codes with puncturing, and QPSK, 8 PSK and 16
QAM modulation schemes are used to achieve a rate variation from 38 Kbps to 2.4 Mbps as shown in Table 1
The fast feedback and short dot durations also alow the base station to schedule transmission to users when their
channel fading conditions are most favorable. This enhances the throughput of the HDR system over power-
controlled CDMA systems and is usually referred to as multi-user diversity. Incrementa redundancy is another
innovative feature of the system. Some of the code blocks are partitioned into a number of self decodable parts
and transmitted over multiple time dots, with the subsequent dot transmissions occurring only when necessary,
depending on the positive or negative acknowledgment from the receiver. This further improves the throughput of
the system. These important enhancements over traditiona CDMA systems make 1XEV-DO a promising
candidate for widespread deployment in the market place for packet data applications.



S\Riresad (dB) 125 9HO5 85 H65 b7 4 -1 13 3 72 95
Retes (Kos) B4 768 1026 1536 2048 3072 6144 9216 12288 18432 24576

Table2. IXEV-DO dataratetable

Proportional Fair algorithm

As mentioned above, the fast feedback information and short dot duration in IXEV-DO allow the base station to
schedule transmissions to users when their channel conditions are favorable. The so-caled Proportiona Fair
scheduling dgorithm [BBGPSV 2000, JPP2000] is specifically designed to achieve this objective. The key feature
is to select users for transmission when their channel conditions are near-optimd in a relative sense, so as to
optimize the throughput performance, while ensuring some degree of fairness among the various users. The
Proportional Fair agorithm is the default scheduling mechanism implemented in current product releases of the
IXEV-DO system.

The Proportiona Fair algorithm operates as follows. In each dot t, it selects user i with the maximum vaue of

theratio DRC, (t)/ R (t) , where DRC, (t) is the instantaneous rate estimate for user i in dot tand R (t) isthe

exponentialy smoothed throughput of user i in dot t. Thus the time dot is not necessarily assigned to the user with
the highest absolute rate, but is assigned to the user with the maximum value relative to the averaged throughput.
Thevalue of R (t) isupdated in each dot according to

R(t+1)=@Q-1/T)*R(t) +(1/T)*Y,(t)* DRC,(1),

where Y, (t) is a 01 varigble indicating whether or not user i is selected in dot t. The time constant T may be

interpreted as the length of the interval over which the throughput is averaged. A typica vaue for T is 1000 dots,
corresponding to 1.67 seconds.

Under certain statistical assumptions, it may be shown that the Proportional Fair agorithm maximizes the sum of
the logs of the averaged throughputs of the various users. In other words, the throughput of no single user can be
improved without reducing the throughputs of the other users by a greater total percentage, which property is
referred to as “Proportional Fairness’.



As mentioned in Section 1, the 1IXEV-DO system is expected to support a variety of data applications, such as
transferring files, Web browsing, downloading emails and possibly streaming services as well. In the present
paper we will focus on Web browsing, which islikely to be one of the dominant traffic sources.

A Web browsing sesson typicaly consists of severa page requests, interspersed by “think times between
successive downloads. A page usualy contains several embedded objects, each of which is segmented into
packets that are then carried from the Web server to the user through a common TCP connection. Depending on
the HTTP version used, the TCP connections associated with the various embedded objects are either set upin a
seridlized manner, or partly in parale, with a certain maximum number of smultaneous TCP transfers.

In the present paper, we treat pages as the basic entities which are transmitted across the air-interface, and do not
model packet-scale details. This smplification is sensible when the wireless link is the main bottleneck on the end-
to-end path from the Web server to the user. In that case, the queue at the base station should rarely be starved
during a page download, so that it is reasonable to lump individua packets into a single burst.

Processor-Sharing model

Homogeneous users

In this section we describe how the performance of the 1XEV-DO system as perceived by Web browsing users
may be evaluated by means of a Processor-Sharing modd. We refer to [BKQRW2002] for further details. For
convenience, we first focus on a scenario with a static population of n active users with statistically identica (but
not necessarily independent) channel processes. By symmetry considerations, it then follows that each of the n
users receives a fraction 1/n of the time dots. Since the dot duration of 1.67 msisrdatively short compared to the
time scale of interest for user-perceived performance, it is then natural to assume that each of the n users is
continuoudly served at afraction 1/n of the aggregate transmission rate. The latter idedlization is reminiscent of the
typical use of the Processor-Sharing paradigm as a convenient abstraction of Round-Robin scheduling. What is
different, however, is that the aggregate transmission rate is not a fixed quantity, but is determined by the channel-
aware actions of the Proportiona Fair agorithm and thus depends on the number of active users n. As described
earlier, the Proportiona Fair agorithm basically selects in each dot the user with the maximum relative rate, i.e.,
the highest instantaneous rate, normalized by the smoothed throughput. Since the channel processes of the users
are assumed to be statistically identical, we conclude that the smoothed throughputs of the various users should be
identicdly distributed as well (though not necessarily independent). In addition, the smoothed throughputs should
not show much fluctuation over time when the time constant T in the exponential smoothing is sufficiently large.
We refer to [KW2002] for a rigorous justification of these claims. When combined, these two observationsimply

that the smoothed throughputs of the various users show only little variation around some common constant.



Consequently, the Proportional Fair agorithm effectively selects the user with the highest instantaneous rate in
each dot. Hence, the aggregate expected transmission rate with n usersis H (n) = E{max{ DRC,,..., DRC }},

with DRC,,..., DRC , representing the instantaneous rates of the various users. Since the channel processes are
assumed to be statistically identical, we may write DRC, = R” X,, i=1...,n, and thus H(n) = H(1) G(n),
whereG(n) = E{max{ X,,..., X,}}, where H(1) = R is the time-average rate and X,,..., X, represent the
fluctuations in the instantaneous rates of the various users around the time-average value. For example, f the

users have independent Rayleigh fading channels and the instantaneous rate is linear in the ingtantaneous SNR

(signal-to-noise ratio), then X, ,..., X, are independent, exponentially distributed random variables with unit mean.

In that case a straightforward computation yields G(n) = é 1/ m. Note that G(n) then behaves like log(n) as n

m=1
tends to infinity. In the actua 1XEV-DO system, the instantaneous rate is selected from a finite set of discrete
vaues according to Table 2. The function G(n) must then be evaluated numericaly, and will saturate at a finite
asymptote as n approaches infinity. We will refer to G(n) as the gain factor, since it represents the throughput
gains that the Proportional Fair agorithm achieves from channel-aware scheduling, relative to the time-average
rate R.

We now turn to a dynamic configuration of users governed by the arrival and service completion of page requests
during Web browsing sessions. If the backlog periods are relatively long, i.e., if the number of active users varies
relatively dowly compared to the time scale on which the Proportiona Fair algorithm operates, then it is plausible
to assume a separation of time scales, where each user is continuoudly served at a rate H(n) / n (in bits/second),

i.e, afraction G(n)/n of itstime-average rate, whenever there are n active users.

We assume that the Web browsing sessions are initiated according to a Poisson process of rate | , and entail a
generaly distributed number of page requests with finite mean M. The page sizes (in hits) are assumed to be
generdly distributed with finite mean t . In particular, the page sizes are allowed to have a long-tailed distribution
with possibly infinite variance, as long as the mean isfinite. The “think times can have an arbitrary distribution with
a finite mean. We assume that at most K transfers are supported simultaneously. Page requests which are

submitted when there are dready K transfersin progress are blocked.

The total offered traffic (in bits/second) for the Web browsing usersis given by s =1 *t * M , where | isthe
session arriva rate (per second), t isthe mean page size (in bits) and M is the mean number of page requests

per session. For later purposes, it is convenient to also define the normalized load r =k *s , where k =1/ Ris



the conversion factor from bits to seconds, with R= H(1) dencting the time-average rate (in bits/second). Note

that r isadimensionless quantity.

The above description amounts to a so-called Processor-Sharing model with varying service rate. It follows from
standard results [Coh79, Kel 79] that the distribution of the number of active usersis given by

rn

PN =n} = J(K)‘lf ®

2
where f (n) = O G(m) and J(K) is a normaization constant. In particular, the mean number of active users is

given by

and the blocking probability is given by

rK

f(K)'

L=P{N =K} = J(K)?

so that the throughput is (1- L)*s . Using Little's law, we obtain that the mean response time for a page is given

by
ES AT Eél'\_l}l_) ,
The above formula reflects the celebrated insensitivity property of the Processor-Sharing discipline, which shows
that the mean response time only depends on the page size distribution through its mean. In fact, it may be shown
that the expected conditiona expected responsetimeis

b
E{S|B="Dh} :@E{S}'
Thus, the expected response time incurred by a user is proportiona to the actua page size, with factor of
proportiondity D(K) = E{ S}/ E{B} . This property embodies a certain “fairness principle/, which implies that
users requesting larger pages tend to experience larger response times. We will refer to the coefficient D(K) as
the “stretch factor'.

Symmetric scenarios

For convenience, we assumed in the above formulation that the channel processes of al the users are statistically
identical. In practice, the channdl characteristics of the users will be radically different due to spatial diversity. We
now extend the above-described Processor-Sharing model to such heterogeneous scenarios. We first consider a

scenario where the channel processes are partially symmetric, in the sense that the users may have heterogeneous



time-average rates, but that the relative fluctuations in the rates around the respective time-average values are still
satisticaly identical. In other words, the instantaneous rates of the various users scae linearly with the time-
average rates, i.e, DRC, =R~ X, where R the time-average rate of user i, and X,,..., X , represent the
statistically identical fluctuations in the instantaneous rates of the various users around their respective time-
average values. Now observe that the smoothed throughputs of the various users as maintained by the
Proportiona Fair agorithm will scae linearly with the time-average rates as well. As a result, each of the users
will gill receive afraction 1/n of the time dots when there are n users active, see also for instance [Hol2001] . In
addition, it may be verified that when served, the expected rate of each user i is G(n) timesitstime-average rate

R . As before, we may thus assume that each user i is continuously served at a fraction G(n)/n of its time-

average rate R, except that the time-average rates are now no longer identical but may vary across users.

However, the above-described Processor-Sharing modd il applies, provided the service requirement of a user is
normalized by its time-average rate. Accordingly, we now need to compute the conversion factor as k = E{1/ R},
where R is a random variable representing the time-average rate of an arbitrary user (the randomness reflecting
the spatia diversity). Note that the above formula reduces to k =1/ R when the channel processes are
statistically identical so that all the users have the same mean rate R. With this modification, the above expressions
for the various performance metrics continue to hold. In particular, the mean response time will remain
proportiona to the mean service requirement of a user. Note however that the mean service reguirement now
encapsulates both the mean page sze and the inverse of the time-average rate, so that the mean response times
will now obvioudy vary across users and be proportiond to the inverse of their time-average rates. In contrast, the

blocking probability does not depend on the identity of the user.

Heter ogeneous user s

In the above treatment, we alowed the users to have heterogeneous time-average rates, but still assumed the
channd processes to be partially symmetric, in the sense that the relative rate variations of the various users
around the time-average values are Statistically identical. The latter assumption is roughly valid when the users for
example have Rayleigh fading channels and the rate is approximately linear in the SNR. This gpproximation is
reasonable when the SNR is not too high. In practice, when the time-average rates are heterogeneous due to
differences in the underlying time-average SNR, the relative rate variations will usualy not be exactly identical in
digtribution. Typicdly, the relative rate fluctuations will decrease with increasing SNR due to the concavity and the
truncation of the transmission rate at higher SNR values. As aresult, the gain factor G(n) is no longer independent
of the time-average rates of the users. As an approximation, we will compute the gain function assuming a
common SNR for al the users, equa to the average SNR on a log scale. Observe that the “true' average SNR is
likely to be lower due to the fact that the actual user population will tend to be biased towards low-SNR users



which experience longer transfer delays. As a result, the approximation will tend to overestimate the vaue of the
absolute rate H(n). However, the approximation will tend to underestimate the value of the relative gain factor
G(n) = H(n) / H(1) due to the fact that the relative gains from scheduling tend to be lower for high-SNR users as
explained above. Consequently, we expect the resulting approximations for the response times, the blocking
probabilities and the throughput to be conservative. We will examine these issues in greater depth when we

discuss the numerical experiments in the next section.

Computation of gain factor

In order to compute the gain function for a common time-average SNR, it remains to characterize the distribution
of the instantaneous rate given the time-average SNR. In view of the mapping of Table 2, we thus need to specify
the distribution of the instantaneous SNR estimate. We will assume that the instantaneous SNR estimate is
exponentidly distributed, corresponding to one-path Rayleigh fading. In the case of two-path Rayleigh fading, the
instantaneous SNR could be assumed to have a chi-squared distribution with two degrees of freedom. Thiswould
reduce the variation in the instantaneous SNR, and negatively affect the gain function.

The above procedure is reasonable in low-mobility scenarios with correspondingly low Doppler frequencies. In
high-mobility scenarios, it is necessary to account for the fact that the instantaneous SNR estimate will typicaly be
lowered due to the delayed feedback. Specificaly, the DRC information fed back from the mobile is not available
at the base station until several frames after the time the DRC was actualy determined by the mobile because of
processing and transmission delays. Since the channd is time-varying the channel conditions at the time of
transmission could become significantly different from that a the time when the DRC was determined at the
mobile, depending on the speed of the mobile which in turn determines the time correlation of the fading channel.
Thus it is possible to enhance the performance of the system by employing a predictor at the mobile to predict the
channel conditions at the time when the DRC is actudly used by the base station. When such a prediction scheme
is used by the mobile, it becomes necessary to model the predictor and include its effects in the caculation of the
gain factor in order to compute the throughput and delay performance accurately.

Application in Ocelot

The modd of the previous section requires as input the traffic offered to each sector, the conversion factor k for
that sector, and the mean rate. These are readily found using the cumulative distribution functions (CDFs) of the
SNR and traffic for each sector. So al that is required for incorporation of the IXEV-DO model into Ocelot is the
determination, for each sector, of such CDF's, which are derived from radio link estimates, and from Ocelot’'s
modd o wireless traffic.



Ocelot modd s the distribution of wirdless traffic as a mesh (plane graph), and for the purposes here, it is enough to
consider the vertices of that graph. Each vertex represents a potential location for wireless users, and so the
distribution of the vertices represents the distribution of wireless traffic. For additional flexibility in the
representation, each vertex is annotated with a value that represents an estimate of the Erlangs of 1IXEV-DO users
at its location. In addition, for each location and each sector, the path loss to the location from the sector has been

calculated, and many other quantities.

In order to determine the contribution of a given location to a sector’s IXEV-DO load, Ocelot uses a smple model
of shadow (dow) fading. Ocelot uses the common model of shadow fading as a log-normally distributed random
variable. Together with the path loss estimates and sector power levels, this shadow fading mode implies, a a
given location, a probability for each sector that the sector has the maximum SNR and therefore will be serving
IXEV-DO traffic for the location. (Note that this calculation is distinct from the later calculations of the IXEV-DO
model, incorparating the effect of fast (Rayleigh) fading.) Currently, the Ocelot caculation is conservative
regarding these probabilities: the SNR for a sector, conditioned on the sector having the maximum SNR, islikely to
be higher than the unconditioned SNR for the sector, but Ocelot's calculation ignores this conditioning. These
probabilities, together with the SNR estimates for each location/sector pair, and Erlang values for each location,
congtitute the CDF s needed to compute the key quantities for modeling 1XEV-DO.

It is worth remarking that currently Ocelot’s estimates of the probability that a given sector will have the maximum
SNR are approximations, using a scheme due to Ocelot co-creator John Hobby. This is motivated by the need for
computational speed. Based on the lognorma approximation, there is an SNR vaue X such that the expected
number of sectors above that value is one half. Ocelot computes that value, and approximates the probability that a
sector is maximum according to the probability that the sector SNR is above X. Note that if a sector does have
SNR above X, then with probability at least one half, the sector does have the maximum value.

Numerical results

Our results are obtained using a trace-driven smulation of asingle 1XEV-DO base station/sector, each trace value
determining a user channdl at a giventime dot. The traces themselves are emulations of one-path Rayleigh fading
channels using a well-known oscillator modd, originaly due to [Jak74], pages 65-76. (Other channel models can
equally well be examined, e.g., Ricean, two-path Rayleigh fading, etc). Low fading frequencies (~5Hz) are used
throughout and it is assumed that there is perfect channel prediction. This is an unredlistic assumption at higher



fading frequencies where both simulation and experimental trials show reduced gains arisng from degradation in

the performance of the channel predictor.

The time constant in the Proportional Fair algorithm is taken to be 1000 dots or roughly 1.67 seconds. The file
sizes used in the smulations lead to response times much longer thanthisin the vast majority of cases, and so the
convergence time of the Proportiona Fair agorithm can be safely neglected. Indeed, a series of preliminary
experiments were conducted which show that file sizes as short as 12.5 kbytes on the average would dill give
reasonably accurate comparisons with smulation. These further reflected the anticipated degradation in
performance of the Proportional Fair agorithm when the file size was reduced till further. (Such performance
impacts may be limited by careful choice of the initia vaue of the throughput estimates used by the Proportional
Fair scheduler.)

Our firgt results are for the base station/sector supporting a population of mobiles conducting Web browsing
sessions. We use a mean-SNR cumulative distribution function taken from [BBGPSV2000] which may be
regarded as typica. (In practice the analysis is conducted over Ocelot supplied mean-SNR CDF's for the

cell/sectors in the service areawhich is being planned out.)

The Web browvsing modd consists of a (geometrically distributed) number of page request (M = 20 pages on the
average) with a constant page sizet = 40 kbytes. The interval between page requests corresponds to a user think
time taken to be exponential with mean 40 seconds. These numbers match the parameter values specified for the
HTTP traffic modd in [3GPP2B]. (Nether the geometric assumption nor the assumptions for the think time are
needed for the analyticd model.) Coupled with the distribution function F, these assumptions determine the
average load (in seconds of required transmission time) per user. The scheduler was limited to a maximum of K =
15 smultaneous page requests and other page requests were supposed to be blocked and cleared. (In the
smulation the page blocking was estimated by measuring the time congestion, as opposed to counting the page

losses. Time and page congestion are equa provided the arrival process is Poisson.)

Figure 2 shows the mean time to download a page versus the arrival rate | of Web browsing sessions. Each
smulation point was produced for an interval corresponding to 10 million dots or roughly 5 hours of system time.
The dotted curve gives smulation results for the case where each page has a constant size. The dot-dashed
curves are corresponding results in which the file distribution was changed to be Pareto with exponent a = 3 (and

hence finite variance) with the same mean as before.
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Our results show good agreement with the estimate from the Processor-Sharing model which is shown as a solid
curve. The reduced rate of increase of the mean transfer time with the session arrival rate |  is a consequence of
the limit on the maximum number of simultaneous transfers. Further observe that the insengtivity property is
confirmed, as the results for Pareto and congtant file size lie close to one another. Figure 3 shows the
corresponding system throughputs. These latter values were obtained as the product of the given offered traffic
and the estimated page acceptance probabilities.

Distinct CDF’s

To examine the validity of the analytical model, results were obtained for several base station/sector CDF s and

compared with simulation. Here we present results for two cases from this study. In this case the traffic originates

from mobile users which are requesting (single) file transfers. Each file is taken to be constant sze, 50 kbytes.
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Figure 4. Mean responsetimefor two randomly selected SNR CDF's

Figure 4 depicts the file response times for the two cell CDF's, and shows the marked difference in delay that can
arise as a result of differences in user distribution, propagation, network topology etc. (It is this type of

performace difference which the planning tool is designed to compensate for by balancing cell/sector loads to QoS



targets.) As can be seen, the theoretical and smulation results match up and there is close agreement at low load,

but the analytical results overestimate the mean response time somewhat at higher load.
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Figure5. Blocking for two randomly selected SNR CDF's

The corresponding results for blocking are depicted in Figure 5 which also shows a reasonable match between

smulation and theory.

Limiting throughput

In our results so far, the relative throughput gains from scheduling have been determined by obtaining the mean
SNR over the sector CDF on the log (dB) scale. The approximations tend to underestimate the relative gains
due to scheduling. This is particularly true for higher numbers of competing users. This is reflected in our mean
response time results which consistently overestimate at higher loads. However, the same approximation
overestimates the absolute throughputs as aready discussed. A more accurate estimate of absolute throughput
can be obtained by averaging the SNR weighted with the mean response times of pages/files. According to the

Processor-Sharing approximation, these are inversely proportiona to R(g) , the mean declared rate as a function

of thetime-average SNR g, which are thus used instead, giving



_ (p/R(@) p@)dg
(P@)/R(@)dg

Here p denotes the mean SNR density. The solid curve in Figure 6 graphs anaytical estimates of the maximum

throughput at fixed admission threshold K calculated using this weighting (mean response time weighting of the
SNR).

In the above connection, it may be helpful to think of maximum throughput being determined via the following
imaginary experiment. Fix K, and start K simultaneous page transfers with users taken at random from the cell
SNR CDF F. Each time a page transfer is completed, replace the completed user with another random user,
selected according to F, and commence this new users page transfer. The long-run estimate of throughput from
this experiment is the maximum possible throughput the system can achieve. This is the case, because pages are
blocked independent of the user, and higher throughputs cannot be achieved by blocking additional users without

their page sizes and associated mean SNR’ s being known a priori.

Figure 6 graphs smulations of the throughput in the Web browsing model as a function of K for various session
arrival rates. As the graphs show, the anaytica throughput bounds do indeed form an envelope for the family of
throughput curves. Note aso that the maximum throughput increases only dightly with increasing K, reflecting the
very small likelihood that the highest rates in Table 2 will be achieved by users with low SNR’s. The graphs aso
show that the throughput flattens out (saturate) as K increases and approaches a second limit, the maximum which

can be carried for agiven session arrival rate | .
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These results can aso be seen from Figure 7 which shows throughput against session arrival rate with an
admission threshold of K users. The horizonta lines are taken from the envelope curve in Figure 6 The small

discrepancies show that response time weighting dightly underestimates the throughput.

Additional numerica results may be found in [BKQRW?2002].
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Conclusion

We have described enhancements to Lucent’s wireless network planning tool known as Ocelot that enable
evaluation and planning of 3%-generation 1XEV-DO networks. A critical feature of 1XEV-DO is a channel-aware
scheduler that uses the Proportional Fair agorithm [BBGPSV2000, JPP2000] to improve system performance.
This paper presents novel analytical techniques to evauate the performance of the Proportiona Fair agorithm.
While the algorithm itsalf is quite detailed and complex, we show that it is well approximated by a modified version
of a standard queueing model known as Processor Sharing. The approximation permits easy estimation of user-
level QoS measures for eastic traffic such as mean file transfer time, mean throughput and blocking for FTP and
Web browsing connections. The modd is parsmonious in the sense that a sngle gain factor accounts for the
scheduling gains that result from individua users channd variations. Simulations suggest that this parameter can
be reasonably accurately estimated from channel statistics even for heterogeneous user populations with different
fading characteristics. Another advantageous feature of the proposed mode isits insensitivity to the detailed traffic
characteristics of individua users. The blocking and throughput depend only on the average system load, while the
mean transfer delay for each user depends only on the mean service time he/she receives. These features of the

Processor-Sharing model make it particularly suitable for use in a network design tool like Ocelot.



Several enhancements to the Processor-Sharing model are clearly possible, with some being more important than
others. One that is particularly relevant is the incorporation of the effects of higher-layer protocols such as TCP
and HTTP an data QoS. Preiminary results indicate that these protocols could have significant impact on end
users QoS experience, especialy when the system is heavily loaded. For example, additional delays are introduced
by page request/page get processes, with the amount of delay depending on Web page statistics and the way
HTTPL.1 organizes objects. Pages could arrive in bursts and cause starvation in the buffers at the base station.
The TCP three-way hand shake is another source of delay. When combined, these extra delays may cause the
round trip time (RTT) to exceed the retransmission time out (RTO) and result in TCP time out. The performance
could further degrade if there is packet loss, since this would cause RLP/TCP retransmissions and possibly
RLP/TCP time out. Other important modifications to the present anadysis include modeling ARQ (incrementa

redundancy), channel measurement/estimation errors and feedback delays.

Future work will require the computational extension of our model to include the efficient calculation of derivatives.
While Ocdlot currently models (and optimizes for) UMTS and 3G1X packet data traffic, many extensions and
refinements of that work are needed. For example, Ocelot does not presentlyly mode streaming data traffic
[3GPP2A] and cannot handle multiple priorities. However, in modeling the effect of power amplifier limitations, the
power requirements for streaming traffic are sufficiently close to circuit-switched that it is possible that te
modeling agorithm currently used could be applied to streaming traffic as well. The vaidity of such an approach
would need to be verified, to assure that, among other things, the effect of the gain due to channel-aware
scheduling is relatively smal. A more elaborate model of streaming traffic may be needed. For example, methods
for the computing the QoS for a large class of streaming data applications under the agorithm proposed in
[SR2001] are presented in [KRWB2002]. These methods may be smple enough to incorporate into Ocelot.
However, the more general problem of predicting the performance seen by streaming applications under channel

aware scheduling algorithms, such as those considered in [AQS2002], remains a subject for future work.
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